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Intrinsic limitations to the doping of wide-gap semiconductors
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Abstract

Doping limits in semiconductors are discussed in terms of the amphoteric defect model (ADM). It is shown that the

maximum free electron or hole concentration that can be achieved by doping is an intrinsic property of a given
semiconductor and is fully determined by the location of the semiconductor band edges with respect to a common
energy reference, the Fermi level stabilization energy. The ADM provides a simple phenomenological rule that explains
experimentally observed trends in free carrier saturation in a variety of semiconductor materials and their alloys. The

predictions of a large enhancement of the maximum electron concentration in III–N–V alloys have been recently
confirmed by experiment. # 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

It has been realized early on that many of the
large variety of semiconductor materials are
difficult to dope. The problem has been especially
severe in wide-bandgap semiconductors where in
many instances n- or p-type doping cannot be
achieved at all, significantly limiting the range of
applications of these materials [1–3]. These doping
limitations have become even more important in
new, emerging device technologies that put strin-
gent demands on nanoscale control of electronic
and structural properties of semiconductor mate-
rials. Such devices require the preparation of small
size structures with very high doping levels and
abrupt doping and composition profiles. The limits
of the maximum doping levels and the question of

the stability of dopant and compositional profiles
are becoming key issues for many of the new
devices.
The past several years have witnessed specta-

cular progress in the development of a new
generation of short wavelength optoelectronic
devices based on group III nitrides [4–6] and
wide-gap II–VI semiconductors [7,8]. In both cases
this progress was made possible through the
discovery of more efficient ways to activate
acceptor impurities in these material systems.
Despite this progress, the high resistance of p-type
layers is still a major hurdle in the development
of the devices requiring high current injection
levels.
There have been numerous attempts to under-

stand the maximum doping limits in semiconduc-
tors. Most of these were aimed at explaining
limitations imposed on a specific dopant in a
specific semiconductor. Thus, it has been argued
that in the case of amphoteric impurities in III–V
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compounds, doping is limited by the impurities
occupying both acceptor and donor sites, com-
pensating each other. Redistribution of impurities
can also lead to limitations of the maximum
doping level in the materials with impurity
diffusion strongly depending on the Fermi energy
[3]. Formation of new stable solid phases involving
dopant atoms can be a severe limitation in
achieving high doping levels. This limitation
depends on the chemical identity of the dopants
and the host lattice elements and may be critical in
the cases where only a limited number of potential
dopants is available [9].
Passivation of donor and acceptor impurities by

highly mobile impurities is another major mechan-
ism limiting the electrical activity of dopants.
Hydrogen, lithium and copper are known to
passivate intentionally introduced dopants in
semiconductors. Hydrogen has been an especially
extensively studied impurity as it is a commonly
used element in most semiconductor processing
techniques and in all the growth techniques
involving metalorganic precursors [10]. In some
cases hydrogen can be removed during a post-
growth annealing. Magnesium doped p-type GaN
is frequently obtained by thermal annealing of
MOCVD grown, hydrogen passivated films
[11,12]. However in other instances, as in the case
of N doped ZnSe, hydrogen is too tightly bound to
the N acceptors and cannot be removed by a
thermal annealing [13].
Over the last few years a considerable effort has

been directed towards overcoming the doping
limits. For example it has been proposed that
one can enhance incorporation of electrically
active centers by co-doping with donors and
acceptors. It has been argued, based on theoretical
calculations that because of the reductions of the
lattice relaxation and Madelung energies forma-
tion energies of proper donor acceptor complexes
can be lower than the formation energy of isolated
dopant species [13]. Some preliminary experimen-
tal results indicate that indeed the co-doping
method has produced p-type ZnO that cannot be
achieved by any other method [14]. Further studies
are needed to fully understand the issues of poor
reproducibility of the results obtained by the co-
doping method.

In this paper, the saturation of the free carrier
concentration in semiconductors obtained through
doping will be discussed in terms of the ampho-
teric defect model (ADM). In recent years, the
model has been successfully applied to numerous
doping related phenomena in semiconductors. It
has been used to explain doping induced suppres-
sion of dislocation formation [15] as well as
impurity segregation [16,17] and interdiffusion
[18] in semiconductor superlattices. We will show
that the ADM provides a simple phenomenologi-
cal rule capable of predicting trends in the doping
behavior of a large variety of semiconductor
systems.

2. Amphoteric defect model

All point defects and dopants can be divided
into two classes: delocalized, shallow dopants and
highly localized defects and dopants. Shallow
hydrogenic donors and acceptors belong to the
first class. Their wave functions are delocalized
and formed mostly out of the states close to the
conduction band minimum or the valence band
maximum. As a result the energy levels of these
dopants are intimately associated with the respec-
tive band edges, conduction band for donors and
the valence band for acceptors. In general the
energy levels will follow the respective band edges
when the locations of the edges change due to
external perturbation such as hydrostatic pressure
or changing alloy composition.
In contrast, wave functions of highly localized

defects or dopants cannot be associated with any
specific band structure extremum. They are rather
formed from all the extended states in the Brillouin
zone with the largest contribution coming from the
regions of large density of states in the conduction
and the valence band. Consequently the energy
levels of such defects or dopants are insensitive to
the location of the low density of states at the
conduction and valence band edges. For example,
it has been shown that transition metal impurities
with their highly localized d shells belong to this
class of dopants [19,20]. The insensitivity of the
transition metal energy levels to the position of
local band extrema has led to the concept of using
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these levels as energy references to determine the
band offsets in III–V and II–VI compounds [20]
and the band edge deformation potentials in GaAs
and InP [21].
Compelling evidence for the localized nature of

native defects has been provided by studies of
semiconductor materials heavily damaged with
high gamma rays or electrons [22–28]. It has been
found that for sufficiently high damage density,
i.e., when the properties of the material are fully
controlled by native defects, the Fermi energy
stabilizes at a certain energy and becomes insensi-
tive to further damage. The location of this Fermi
level stabilization energy, EFS, does not depend on
the type or the doping level of the original material
and therefore is considered to be an intrinsic
property of a given material. As is shown in Fig. 1
the Fermi level stabilization energies for different
III–V semiconductors line up across semiconduc-
tor interfaces and are located approximately at a
constant energy of about 4.9 eV below the vacuum

level [29]. This is a clear indication that the native
defect states determining the electrical character-
istics of heavily damaged materials are of highly
localized nature. As can be seen in Fig. 1 the
location of the stabilized Fermi energy in heavily
damaged III–V semiconductors is in good agree-
ment with the Fermi level pinning position
observed at metal/semiconductor interfaces [30].
This finding strongly supports the assertion that
the same defects are responsible for the stabiliza-
tion of the Fermi energy in both cases.
The mechanism explaining the defect induced

stabilization of the Fermi energy is based on the
concept of amphoteric native defects. The stabili-
zation of the Fermi energy can be understood if we
assume that the type of defects formed during high
energy particle irradiation or metal deposition on
the semiconductor surface depends on the location
of the Fermi energy with respect to EFS. For Fermi
energy EF > EFS ðEF5EFSÞ acceptor-like (donor-
like) defects are predominantly formed resulting in
a shift of the Fermi energy towards EFS. Conse-
quently, the condition EF ¼ EFS is defined as the
situation where the donor and acceptor like defects
are incorporated at such rates that they perfectly
compensate each other leaving the Fermi energy
unchanged.
Such an amphoteric behavior of simple native

defects is supported by theoretical calculations
that show that depending on the location of the
Fermi energy vacancy like defects can acquire
either negative or positive charge acting as
acceptors or donors, respectively. In the case of
GaAs it was shown that both gallium and arsenic
vacancies can undergo amphoteric transforma-
tions [31]. For example, as shown in Fig. 2 VGa is a
triple acceptor for EF > Ev þ 0:6 eV. However for
lower Fermi energies this configuration is unstable
and the vacancy undergoes a relaxation in which
one of the first neighbor As atoms moves towards
the vacant Ga site. The transformation is schema-
tically represented by the reaction:

VGa , ðVAs þAsGaÞ: ð1Þ

In arsenic rich GaAs the calculated formation
energy of VGa is below 1 eV for EF at the
conduction band edge [32].

Fig. 1. Band offsets and the Fermi level stabilization energy

ðEFSÞ in III–V compounds. The energy is measured relative to
the vacuum level. The filled circles represent stabilized Fermi

energies in heavily damaged materials, exposed to high energy

radiation. The open circles correspond to the location of the

Fermi energy on pinned semiconductor surfaces and at metal/

semiconductor interfaces. The dashed lines show the location of

the Fermi energy for a maximum equilibrium n- and p-type

doping in GaAs and InP.
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A similar amphoteric behavior is also predicted
for VAs where the transformation is given by the
reaction [31]:

VAs , ðGaAs þ VGaÞ ð2Þ

In this case the VAs donor that is stable in GaAs
with EF larger than about Ev þ 0:8 eV and trans-
forms to an acceptor-like ðVGa þGaAsÞ configura-
tion for EF5Ev þ 0:8 eV [27]. It is worth noting
that these theoretical values of EFS are very close
to experimentally determined ones, ranging from
Ev þ 0:5 eV to Ev þ 0:7 eV [23].
Most recent theoretical calculations have shown

that the amphoteric behavior of native defects is a
feature common to many different compound
semiconductor systems, including II–VI and III–
V semiconductors and the group III-Nitrides [33].
The calculations have confirmed that the reaction
(1) is responsible for the amphoteric behavior of
VGa. However it has been found that in the case of
VAs a transformation from a donor like VAs to an
acceptor like configuration occurs through a
dimerization of the three-fold coordinated Ga
atoms surrounding the As vacancy rather than
reaction (2). Although, a different type of a
structural relaxation is predicted in this case, it
does not change the overall conclusion that both
cation and anion site vacancies are amphoteric
defects and, when introduced in large concentra-

tions, will lead to a stabilization of the Fermi
energy.
Since EFS is associated with highly localized

defects, its location is not correlated with the
positions of the conduction or valence band edges.
Thus, as can be seen in Fig. 1, EFS can be located
anywhere in the gap or even in the conduction
band. In the case of GaAs, EFS is located close to
the midgap energy. Therefore high energy radia-
tion damage always leads to a high resistivity
GaAs [23]. On the other hand, in the unusual case
of InAs, EFS is located deep in the conduction
band. Consequently, any high energy radiation
damage leads to high n-type conductivity in this
material [26]. It has been shown that the location
of EFS relative to the band edges is the single most
important factor affecting defect-related phenom-
ena in semiconductors.

3. Maximum doping limits in GaAs

Numerous electronic and optoelectronic appli-
cations have made GaAs one of the most
extensively studied compound semiconductor. It
has been realized very early that it is rather easy to
dope GaAs with acceptors. Very high concentra-
tions, in excess of 1020 cm�3, can be readily
obtained by doping with group II atoms [34].
Even higher concentrations close to 1021 cm�3

were obtained by doping with carbon [35]. On the
other hand n-type doping is much more difficult to
achieve. The doping becomes less efficient for
donor concentrations larger than about
3� 1018 cm�3 and the maximum electron concen-
tration saturates at a level slightly above 1019 cm�3

[36–39]. The maximum concentration does not
depend on the dopant species or the method by
which the dopants are introduced into the crystal.
Therefore, this limitation appears to be an intrinsic
property of the material rather than a feature
attributable to the chemical or electronic char-
acteristics of the dopants.
Over the years numerous attempts were made to

understand the nature of this limitation. For
example it has been proposed that at high
concentrations Se donors form electrically inactive
complexes [36]. In the case of group IV dopants an

Fig. 2. Formation energy of a gallium vacancy and the related

donor defect as function of the Fermi energy in the GaAs band

gap [31,32].
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obvious explanation was based on the amphoteric
nature of these impurities. It was argued that at
high doping levels the dopants begin to occupy
both sites forming donors and acceptors that
compensate each other [39]. It would be rather
surprising if these dopant specific explanations
could account for the universal nature of the
electron concentration limits.
These results point at the intrinsic nature of the

mechanism limiting the free electron concentration
in GaAs. Calculations of the electron concentra-
tion as function of the doping levels were
performed assuming that triple negatively charged
VGa are responsible for the compensation [18]. The
results are shown in Fig. 3. A good fit to
experimental data was obtained assuming that
the formation energy of VGa Ef ¼ 2:4 eV for the
Fermi energy located at the intrinsic level. As is
seen in Fig. 3, the results of the calculations quite
well reflect the overall dependence of the electron
concentration on the doping level, Nd. At low Nd
the Fermi energy is located well below the
conduction band, Ef is large and the concentration
of VGa small. Under these conditions all donors
are electrically active and n ¼ Nd. With increasing
doping the Fermi energy shifts upwards towards
the conduction band, resulting in a lower Ef and a
higher ½VGa	. Gallium vacancies compensate the
donors and n becomes a sublinear function of Nd.
In fact, it can be shown that in a limited concen-

tration range, n is proportional to ðNdÞ
1=3. The

1
3 power dependence reflects the fact that VGa is a
triply charged acceptor. Such a dependence is
expected when electrons can still be described by
nondegenerate statistics. At even higher doping
levels the Fermi energy enters the conduction band
and becomes strongly dependent on electron
concentration [40]. This leads to a rapid reduction
of Ef , an increase of VGa and as a consequence
saturation of n.
It is important to note that the value of Ef ¼

2:4 eV appears to be consistent with other determina-
tions of the formation energy of VGa in intrinsic GaAs.
Detailed studies of Ga self-diffusion in undoped GaAs
provided the value of the diffusion activation energy,
that is a sum of the formation and migration energies
of VGa; Efþm ¼ Ef þ Em ¼ 3:7 eV [41]. The entropy
of S ¼ 3:5 k has also been determined in this study. In
addition, extensive investigations of VGa facilitated
diffusion of AsGa defects in non-stoichiometric, low
temperature grown GaAs have provided the values of
VGa migration energies ranging from 1.4 to 1.7eV [42].
This leads to Ef ranging from 2.0 to 2.3eV that is
somewhat lower than the value of Ef ¼ 2:4 eV needed
to explain the free electron concentration limits. The
difference can easily be accounted for by the entropy
contribution that has been neglected in the present
considerations. At 900K the entropy of 3.5k leads to
an effective formation energy difference of about
0.27eV.
The success in explaining the doping limitations

in n-type GaAs raises the question whether a
similar mechanism is responsible for doping limits
in p-type GaAs. As is shown in Fig. 2, VGa is an
unstable defect for EF5EFS. It relaxes to the VAs
þAsGa donor like configuration with the forma-
tion energy Ef ¼ Ef0 þ 3ðEF � EFSÞ. With Ef0 ¼
Ef ðEFSÞ ¼ 3:1 eV one finds that at a temperature
of T ¼ 900K for EF located at the valence band
edge Ev, the formation energy, Ef ¼ 1:8 eV. This
large formation energy gives a very low value of
less than 1013 cm�3 for the concentration of the
defect donors. Since for EF ¼ Ev the concentration
of free holes is equal to about 4� 1019 cm�3, it is
evident that ðVAs þAsGaÞ donors are not expected
to play any role in the compensation of intention-
ally introduced acceptors. This is consistent with
experiments that indicate that rather high hole

Fig. 3. Electron concentration as a function of donor doping in

GaAs. The data points represent experimental results for

several different donor species (*}S [37], *}Se [37], ^}Si

[36] 4}Si [39], }}Te [37], +}Se [36] and m}Se [38]).

W. Walukiewicz / Physica B 302–303 (2001) 123–134 127



concentrations can be relatively easily achieved in
p-type GaAs.
However, it has also been shown that in GaAs

doped with column II acceptors the hole concen-
tration saturates at the doping levels slightly above
1020 cm�3 [43]. This saturation has been attributed
to the fact that column II atoms can act either as
acceptors, when they substitute Ga atom sites or as
donors when they occupy interstitial sites. The
concentration ratio of substitutional to interstitial
atoms depends on the location of the Fermi
energy. At low concentrations all dopant atoms
substitute Ga sites acting as acceptors. With
increasing doping level the Fermi energy shifts
down towards the valence band and more and
more dopants occupy interstitial sites acting as
donors. As has been shown before, [16,40] this
mechanism leads to a saturation of the position of
the Fermi energy level and thus also of the
concentration of free holes in the valence band.
In the case of GaAs, with the maximum hole
concentration of �1020 cm�3, the Fermi energy
saturates at about Ev � 0:2 eV or at EFS � 0:67 eV
when measured with respect to EFS as a common
energy reference.

4. Group III-Nitrides

Recent years have witnessed an unprecedented
growth of interest in the Group III-Nitrides as a
new distinct class of III–V compounds with
strongly ionic bonds, smaller lattice constants and
large band gaps. These materials form the founda-
tion of a new technology for short wavelength
optoelectronics [4] and high power, high-speed
electronic devices [44]. Group III-Nitrides have by
now been studied for many years. As with many
other wide-gap materials the main impediment for
practical applications was their propensity to
exhibit only one type of conductivity. Typically,
as grown GaN or InN are found to be highly n-type
conducting and for a long time it was impossible to
dope them with acceptors. In the case of AlN
neither type of doping appeared to be possible.
These trends in the doping behavior of the

nitrides can be understood again in terms of the
ADM. Fig. 4 shows the band offsets of group III-

Nitrides. The band edges are placed relative to EFS
using the fact that there is a negligibly small
conduction band offset between GaAs and GaN.
Fig. 6 shows that EFS is located in the upper part
of the bandgap in GaN and slightly above the
conduction band edge in InN. Therefore it is
expected that it should be relatively easy to dope
those materials with donors and much more
difficult to dope with acceptors. Free electron
concentrations exceeding 1020 cm�3 [45,46] and
1021 cm�3 [47] have been reported in unintention-
ally doped GaN and InN, respectively. These
concentrations correspond to approximately the
same Fermi energy at EFS þ 1:3 eV in both
materials. The large difference in the maximum
electron concentration is consistent with the large
conduction band offset between GaN and InN.
Also the very large conduction band offsets of 2 eV
between GaN and AlN explains why the n-type
doping efficiency decreases with increasing Al
content [45].
A saturation of free electron concentration has

been recently observed in GaN intentionally doped
with Se [48]. At low doping levels all Se atoms
form electrically active donors. With increasing
doping level the electron concentration tends to
saturate, showing the characteristic ðNdÞ

1=3 depen-
dence on the donor concentration. Similarly, as in
GaAs, the saturation of the electron concentration
has been explained by incorporation of triply

Fig. 4. Band offsets for group III-Nitrides. The dashed lines

represent the Fermi energy for the maximum achievable free

electron concentration in GaN and InN.
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ionized VGa acceptors. This result confirms the
universal nature of the group III vacancies as
compensating acceptor centers in n-type III–V
compounds.

5. Group II–VI Semiconductors

Wide-gap group II–VI semiconductors are the
group of materials that exhibit the most severe
limitations on doping. Indeed, it is this family of
materials for which the problem of doping has
been recognized first [2]. Early studies have shown
that all wide-gap II–VI compounds show a
propensity for either n- or p-type conductivity.
As grown ZnO, ZnS, HgSe, CdSe and CdS show
n-type conductivity and p-type doping is very
difficult if not impossible to achieve in these
compounds. On the other hand ZnTe typically
exhibits p-type conductivity only. It was recog-
nized at that time that the doping limits could
originate from compensating native defects that
are formed when the Fermi energy shifts towards
the band edges [2]. It was not clear, however, how
within this picture one could explain differences
between apparently similar materials exhibiting
completely different doping behavior.
Recent advances in the utilization of II–VI

compounds for short wavelength light emitting
devices have brought the issue of the doping
limitations to the forefront and led to intensive
efforts aimed at understanding the mechanisms
responsible for the limited dopability of these
materials [49,50]. Because of its importance for the
blue–green light emitters, ZnSe has been consid-
ered a prototypical material to study the doping
limitations. It can be relatively easily doped n-type
but p-type doping is very difficult to accomplish
and only recently doping with reactive nitrogen
was successful in achieving p-type conductivity.
However, even in this case the free hole concen-
tration is limited to 1018 cm�3 [49].
One explanation for this effect is based on the

argument that it is energetically favorable for the
dopant species to form new compounds with the
host crystal atoms rather than substitute lattice
sites and act as donors or acceptors [16]. In the
case of N doped ZnSe the calculations suggested

that Zn3N2 should be easily formed preventing N
from acting as a substitutional acceptor [9]. Also,
these first principle calculations seemed to indicate
that the formation energies of native defects are
too large and the concentrations are too small to
explain low electrical activity of N atoms in ZnSe
with compensation by native defects [9]. Later,
improved calculations have shown that incorpora-
tion of lattice relaxation lowers the formation
energy of native defects so that they are likely to
play a role in the compensation of N acceptors in
ZnSe [51].
Native defects were frequently invoked as the

centers compensating electrical activity of inten-
tionally introduced dopants. It was very difficult,
however to identify the defects responsible for the
compensation or to account for the trends in the
doping behavior observed in different II–VI
compounds and their alloys. There is evidence
that in the specific case of ZnSe :N, VSe or VSe2N
defect complexes are responsible for the compen-
sation of p-type conduction [52]. This finding
however does not provide any guidance on how to
identify the compensating defects in other II–VI
compounds.
It has been shown that the trends in the doping

behavior of different group II–VI compounds can
be understood within the ADM without any need
to know the specific identity of the compensating
defects [53,54]. The conduction and valence bands
for various II–VI semiconductors are shown in
Fig. 5 [53]. The Fermi level stabilization energy is
located again at about 4.9 eV below the vacuum
level. As in the case of III–V compounds, it is
assumed that there is a band of allowed Fermi
energies DEF ¼ EFmax � EFmin determining the
maximum electron and hole concentration that
can be achieved in a given material.
In the case of ZnSe the highest electron

concentration of about 2� 1019 cm�3 [55] defines
EFmax ¼ EFS þ 1:3 eV as the upper limit of allowed
Fermi energies. The lower limit at EFS � 1:3 eV
corresponds to a maximum free hole concentration
of 1018 cm�3 [49]. Transferring the same limits to
other compounds we find that in ZnTe EFmin is
located deep in the valence band, confirming the
experimental observation that it is very easy to
dope this material with acceptors. Indeed, free hole

W. Walukiewicz / Physica B 302–303 (2001) 123–134 129



concentrations as high as 1020 cm�3 were reported
in ZnTe [56]. On the other hand, since EFmax is
located below the conduction band edge, it is
expected that n-type conductivity will be much
more difficult to achieve. In fact, it was only
recently that n-type conduction with a low electron
concentration of 4� 1017 cm�3 was reported in
ZnTe [57].
As can be seen in Fig. 5 for CdSe and CdS, the

upper Fermi energy limit is located in the
conduction band in agreement with the observa-
tion that both materials are very good n-type
conductors. As expected p-type conductivity is
much more difficult to realize in these materials. A
maximum hole concentration of only 1017 cm�3

was reported in CdSe [58]. It is not surprising that
in CdS with its very low position of the valence
band no p-type doping was ever achieved.
ZnO represents a case of a material with the

band edges shifted to very low energies. The
conduction band edge is located very close to EFS
at EFS þ 0:2 eV and the valence band edges lies at
the very low energy of EFS � 3:1 eV. Such an
alignment strongly favors n-type conductivity.
Existing experimental data indicate that undoped

ZnO can exhibit free electron concentrations as
large as 1.1� 1021 cm�3 [59]. However the extre-
mely low position of the valence band edge
indicates that it will be very difficult, if not
impossible, to achieve any p-type doping of this
material.

6. Group III–N–V alloys

An excellent example for the predictive power of
the ADM has been the recently discovered high
activation efficiency of shallow donors in GaIn-
NAs alloys. It has been shown several years ago
that alloying of group III–V compounds with
group III-nitrides leads to dramatic change of the
electronic properties of the resulting group III–N–
V alloys [60]. For example GaNAs with only 1%
of N has its band gap reduced by 0.18 eV [61]. We
have shown recently that the reduction of the band
gap results from an interaction between highly
localized nitrogen states and the extended states of
the host semiconductor matrix [62,63]. The inter-
action splits the conduction band into two sub-
bands with highly non-parabolic dispersion

Fig. 5. Band offsets and the Fermi level stabilization energy, EFS, in II–VI compounds. The dashed lines represent positions of the

Fermi energy corresponding to the highest hole and electron concentrations reported for the given material.
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relations. It has been shown that the dispersion
relation for the lower E� and upper Eþ conduction
subbands are given by

E�ðkÞ ¼ fðEN þ EMðkÞÞ

� ½ðEN � EMðkÞÞ
2 þ 4ðVNMÞ

2	1=2g=2; ð3Þ

where EMðkÞ is the conduction band energy of the
host semiconductor matrix, EN is the energy of the
localized nitrogen levels and VNM is the coupling
parameter. For a random distribution of N atoms
VNM ¼ CNMx

1=2 where x is the molar fraction of
N atoms in the alloy and CNM is a constant
dependent on the host semiconductor material
only. The downward shift of the lower conduction
subband given by Eq. (2) accounts for the large
reduction of the fundamental band gap [63]. Also,
the interaction leads to a large enhancement of the
electron effective mass and thus also to an
increased density of states of the lower conduction
subband [64].
Fig. 6 shows the location of the conduction

band edge as function of the N content in
GaNxAs1�x. The maximum Fermi energy that
can be achieved by doping is also shown in this
figure. It is seen that both the downward shift of
the conduction band edge and the increase in the
density of states of the lower subband should
result in a higher maximum electron concentration
in GaNAs alloys [63]. Studies of Se doped

GaInNAs alloys have fully confirmed these pre-
dictions [65]. As is shown in Fig. 7, GaInNAs
alloys with a relatively small N content exhibit a
large enhancement of the maximum electron
concentration. A more than one order of magni-
tude improvement of donor activation efficiency
has been found in GaInNAs with only 3.3% N.
Our most recent studies indicate that the band

anticrossing model well describes the electronic
structure of a broad class of highly mismatched
semiconductor alloys. We have shown that in
addition to III–N–V alloys large downward shifts
of the conduction band are also found in group II–
VI alloys such as ZnSxTe1�x or ZnSeyTe1�y in
which metallic Te is partially replaced by much
more electronegative S or Se [66]. It is therefore
expected that one could significantly improve the
donor activation efficiency by alloying ZnTe with
ZnS or ZnSe. For example a more than one order
of magnitude higher maximum electron concen-
tration is expected in ZnSTe with only few % of S.

Fig. 6. Energy of the lowest conduction band edge relative to

EFS as function of the N content in GaxAs1�x. The energies of

the localized nitrogen level EN and the maximum Fermi energy

EFmax are also shown.

Fig. 7. A comparison of the measured and calculated max-

imum free electron concentrations as functions of the N content

in Ga1�3xIn3xNxAs1�x. Two different cases for calculated nmax
are shown: one includes effects of the downward shift of the

conduction band edge only (dashed curve) and the other

includes both the band shift and the enhancement of the density

of states effective mass (solid curve). The dotted line shows the

increase in nmax expected in Ga1�3xIn3xAs alloys. The shaded

area indicates the of Se concentration in the studied samples.
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7. Other wide-gap semiconductors

As has been shown above, the ADM works well
in explaining the doping limitations in a number of
compound semiconductor systems. The obvious
question arises whether it can provide any
guidance in evaluating doping limits in elemental
semiconductors. Fig. 8 shows the band offsets for
group IV materials with energy gaps ranging from
zero-gap in grey tin (a-Sn) to 5.5 eV in diamond.
Since both Si and Ge have relatively small energy
gaps it is not surprising that there are no serious
limitations for the doping of these materials. An
implantation study has shown that it is relatively
easy to activate acceptors in Ge [67]. It has been
found that activation of B acceptors does not
require any thermal annealing. Such a behavior is
understandable in view of the fact that in Ge EFS is
located very close to the valence band edge.
Obviously the most intriguing case is repre-

sented by diamond. Although there is some
uncertainty regarding the actual position of the
diamond conduction band it is now well estab-
lished that it is located close to the vacuum level
[68,69]. Consequently, as is shown in Fig. 8, the
conduction band is separated from EFS by almost
5 eV and the valence band is located rather close to
EFS at EFS � 0:6 eV. This vast asymmetry in the
location of the band edges with respect to EFS has

significant consequences for the behavior of
dopants in diamond. It explains why, despite years
of intense efforts, there is still no convincing
evidence of n-type conductivity in diamond [70].
It further indicates that there is a fundamental
reason why it will not be possible to have a
thermally stable, well conducting n-type diamond.
On the other hand the close location of the valence
band to EFS accounts very well for the relatively
high p-type conductivity that can be achieved by
doping diamond with boron. It has been reported
that the concentrations of electrically active boron
in excess of 1020 cm�3 are possible [71].
Interestingly enough the ADM doping rule

applies also to more exotic materials with extre-
mely wide gaps. Despite, as is shown in Fig. 8, the
very large energy gap of about 8 eV of CdF2 [72], it
can be doped quite efficiently with donors. Doping
with trivalent impurities followed by annealing
converts CdF2 into conducting material [73] and
free electron concentrations as high as
4� 1018 cm�3 have been reported. (see e.g. [74]).
Again, the reason for this unusual behavior is the
extreme asymmetry in the location of the band
edges with respect to EFS. As is shown in Fig. 8, Ec
of CdF2 is located almost exactly at EFS [75]
which, not only explains a strong propensity
towards n-type conductivity but also indicates
that p-type doping will not be possible in this
material. In contrast CaF2 with both conduction
and the valence band edges far removed from EFS,
cannot be doped at all and always acts as a good
insulator.

8. Conclusions

It has been shown that native defects in a
semiconductor crystal lattice exhibit amphoteric
behavior. Depending on the location of the Fermi
energy they can act either as acceptors or donors.
The demarcation energy separating donor- from
acceptor-like behavior plays an important role of
the energy at which the Fermi level is stabilized in
the presence of large concentrations of native
defects. It also serves as a convenient energy
reference to evaluate the Fermi energy dependent
part of the defect formation energy. Based on these

Fig. 8. Band offsets of the group IV and group II-F2 materials.

The distinct asymmetry of the location of the band edges of

diamond and CdF2 with respect to EFS determines the doping

characteristics of these materials.
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observations a model has been developed that
addresses the issue of the relationship between the
native defects and intentionally introduced do-
pants. It is shown that the maximum free electron
or hole concentration that can be achieved by
doping is an intrinsic property of a given
semiconductor and is fully determined by the
location of the semiconductor band edges with
respect to the Fermi level stabilization energy. The
ADM provides a simple phenomenological rule
that explains experimentally observed trends in
free carrier saturation in semiconductors. It
correctly predicts the maximum attainable con-
centrations of free electrons and free holes in a
variety of semiconductor materials systems. It has
been also used successfully in addressing other
issues including impurity segregation and inter-
diffusion in semiconductor heterostructures and
doping induced suppression of dislocation
formation.
Use of complex, layered structures of different

semiconductor materials plays an increasingly
important role in the design of modern optoelec-
tronic devices. Such structures allow not only to
tune the emitted light energy but also to control
the confinement and separation of free electron
and hole systems. This is achieved by the proper
tuning of the conduction and the valence band
offsets between different component layers of the
devices. The problems of the maximum doping
and impurity redistribution within such device
structures have always been treated as entirely
separate issues. The ADM unifies those two
apparently unrelated aspects of optoelectronic
devices by providing a simple rule relating the
maximum doping levels and dopant diffusion and
redistribution to the same conduction and the
valence band offsets that control the distribution
of free electrons and holes in optoelectronic
devices.
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